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ABSTRACT

Collaborative Interactive Recommenders (CIRs) have received grow-
ing attention due to their capability to model sequential user in-
teractions and optimize users’ long-term engagement and overall
satisfaction. Although the long-term planning perspective of CIRs
provides a natural setting for using reinforcement learning (RL), RL
methods require a large amount of online user interaction, which
is restricted due to economic considerations. Previous research has
concentrated on developing simulators to simulate user actions in
real-world systems, intending to maximize only one type of user
response. But real-world recommenders have to simultaneously
solve multiple recommendation tasks, each of which is centered on
optimizing a single type of user feedback, making the sim-to-real
transfer challenging. This is further exacerbated by the severe par-
tial observability and stochasticity of real-world recommendation
environments.

To address the above issues, we propose a method that employs
an open-ended learning algorithm to address the long-term re-
wards of recommendations while handling multiple recommenda-
tion tasks at the same time. This solution amalgamates the fun-
damental concepts of goal switching, novelty search, and quality
diversity into an open-ended recommender agent that can create
complex and diverse recommendation environments and simultane-
ously learn to rank on them. With enough diversity in the simulator,
the real world may appear to the model as just another variation.
We conduct a comprehensive evaluation on real large-scale data
containing millions of events and demonstrate that our solution
outperforms many baselines on standard evaluation metrics.
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1 INTRODUCTION

With the explosion of online content, users are often bombarded
with innumerable content. Recommendation systems are a valuable
tool to reduce information overload, increase stakeholder revenue,
and improve user experience [6]. Recommendation techniques are
now widely studied and used in numerous applications.
Traditional recommendation techniques [2, 4, 10, 11, 18, 36, 42,
45, 46, 51, 52, 54] tend to focus on maximizing the immediate (short-
term) rewards of current recommendations, while overlooking the
long-term rewards that can be generated by current recommenda-
tions. Recently, Collaborative Interactive Recommenders systems
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(CIRs) have received growing attention due to its awareness of long-
term engagement and dynamic preference. In CIRs, RL techniques
have been recently gaining attention, showing their advantages in
accommodating dynamic user preferences [8, 9, 48].

But previous research on RL techniques for CIRs has focused on
a single recommendation task that aims to maximize a single type
of user response, such as a click. But in many real-world applica-
tions, we are often confronted with multiple recommendation tasks,
each of which requires improving on a single type of user feed-
back. Recommender systems (RS) need to incorporate various user
feedbacks to model user interests and maximize user engagement
and satisfaction. Therefore, it is desideratum to apply multi-task
learning (MTL) in RS to simultaneously model the multiple aspects
of user satisfaction or engagement. And in fact, it has been the
mainstream approach in major industry applications [27, 29, 47].
In order to optimise multiple tasks, large amount of experience and
computation is required to learn the desired policies. Hence to train
agents with limited interaction data, existing RL models in CIRs
often assume that the simulation task and the real task are the same
recommendation task, and count on building simulators to mimic
user behaviors in real systems. However, in practice the trained
models can achieve poor performances due to poor generalization
across users, noisy and dynamic observed behavior of user and
exogenous unobservable events.

In this paper, we propose a method that utilizes open-ended
learning to address the need for solving multiple recommenda-
tion tasks together, each of which corresponds to a single type of
user feedback and maximizing long-term rewards. The open-ended
agent models the interaction between the recommender and user by
Markov decision process (MDP), taking into account of long-term
impacts of current recommendation to subsequent rewards. The
recommendation action incurs the state transition of the user, and
the user’s subsequent responses to later recommendations will be
dependent on the transited state. The open-ended agent automati-
cally generates a curriculum of recommendation environment of
ever-increasing difficulty. If the variability in simulation is signifi-
cant enough, models trained in simulation will generalize to the real
world with no additional training. The open-ended learning agent
employs a deep neural network (DNN) to learn state representation
and the optimal policy for each recommendation task. To facilitate
knowledge transfer and improve the performance over multiple
tasks the agent learns a multi-task policy by combining multiple
expert policies learned for different tasks into a single multi-task
policy that can outperform the separate experts.

Our three main contributions are :
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(1) We propose a novel multi-task recommendation framework
based on open-ended learning, that endlessly generates dif-
ferent recommendation environments and learns to rank.
This is the first solution to apply open-ended learning to
recommendation tasks. This solution allows us to obtain a
model with a smaller size and lower response latency, mak-
ing it more appealing for real-world deployments.

(2) We also build a simulator based on Recsim Framework that
enables us to design multi-task long-term reward recommen-
dation environments. To our knowledge, this solution is the
first of its kind in the simulator to real transfer recommen-
dation systems.

(3) We conduct a comprehensive offline experimental evalua-
tion over the ZOZOTOWN E-Commerce Platform, which is
Japan’s largest Fashion E-Commerce. The evaluation results
on millions of real-world log events illustrate that our model
achieves competitive performance over many state-of-the-
art methods based on multiple evaluation metrics.

The rest of this paper unfolds as follows: In Section 2, we review
related works. In Section 3, we provide problem descriptions. Next,
we talk about our proposed approach. Section 5 elucidates how
we design a long-term reward recommendation environment and
experiments to evaluate our proposed framework. Finally, we draw
our conclusion in Section 6.

2 RELATED WORKS

Reinforcement Learning. To address the long-term rewards,
reinforcement learning (RL) has been applied to different recom-
mendation tasks, including video recommendation [7, 8, 20, 26],
e-commerce recommendation [9, 33, 44, 55, 56], news recommenda-
tion [58], and treatment recommendation [48]. Unlike conventional
techniques, RL models consider that rewards of recommendation
are state dependent, and that the current recommendation causes
a state transition. The goal of RL models is to learn an agent’s
action policy to maximize expected long-term rewards in a series
of interactions between the agent and the environment (e.g., the
user) [40]. These RL-based recommenders outperform previous best
practices in several evaluation metrics. However, because these rec-
ommenders are designed to optimize a single type of user feedback,
they cannot handle multiple recommendation tasks. This paper
focuses on tackling such real-world driven problem.

Multi-Task Learning. Multi-task Learning (MTL) models lever-
age useful information shared in multiple related tasks to help
improve the performance of all the tasks [53]. The cross-stitch net-
work [31] learns a unique combination of task-specific hidden-layer
embeddings for each task. MOE [21] first proposes to share some
experts at the bottom and combine experts through a gating net-
work. The YouTube video recommender system in [57] , applies
MMOE [28] to combine shared experts through different gating
networks for each task. To address seesaw phenomenon commonly
observed in MTL models PLE [41] explicitly separates task-common
and task-specific experts and uses progressive separation routing.
Hadash et al. [16] propose a multi-task framework to learn param-
eters of the ranking task and rating task simultaneously. The task
of text recommendation in [3] is improved through sharing repre-
sentations at the bottom. Jing et al. [22] simultaneously solve the

user returning time prediction task and the recommendation task.
Most of these prior works do not address multiple recommendation
tasks simultaneously, let alone considering long-term rewards of
recommendations.

Open-Ended Learning. Artificial life researchers have been
studying the prospects of open-ended computation [5, 15, 24, 25,
39, 49, 50] since many years. Open-ended learning research is also
reflected in recent advances in automatic curriculum learning for
RL, where the intermediate goals of curricula are automatically
generated and selected [1, 30]. Works such as in [14, 43] have also
demonstrated the zero-shot generalization capability of open-ended
learning. None of the methods have applied open-ended learning
to recommendation tasks. We see this as an interesting direction
for future work.

3 PROBLEM STATEMENT

Recommendation task can be described as a sequential decision
process, in which the recommender decides a sequence of recom-
mendations for the users. Tasks are specified by a Markov Decision
Process (MDP), defined as tuple (S, A, P, R, y), state space S rep-
resents user’s and items characteristics and behavior (eg., interests,
preferences, satisfaction, activity, mood, etc.) which can be both
observable and latent, set of all items as action space A, transi-
tion function P (-[s, a), a feedback reward function R(s, a), decay
factor y and the recommender as the “agent”. An action from the
agent causes state transition of the environment, and consequently,
the agent will make a decision at the next time step based on the
transited state.

In order to optimise multiple tasks, one can train a separate
policy for each task. However a large amount of experience and
computation is required to learn the desired policies. It is there-
fore preferable to have a single agent that facilitates the exchange
of information among various tasks. To effectively model the de-
pendency among these types of feedback and objectives we reuse
policies for different tasks by adopting shared state-space S and
action-space A across tasks. The tasks only differ in their transi-
tion function P; and reward function R;. We therefore describe
a task as 7 = (Pr,Rr) and refer to the set of given tasks as T.
For each task 7 € T we aim to maximize the discounted return
G = Ziz]o“ yirt where rl ~ R(sy, a;) is the reward at time step t
and L is the episode length. Given a set of policies {1, ..., 7}, we
denote the return obtained by policy 7; on task & as G (7).

4 PROPOSED SOLUTION

To this end we propose open-ended learning to integrate multi-task
learning into RL based recommender. Although RL-based recom-
menders provide an excellent way to model long term dynamics
of the users, the large action-space combinatorics prevent them
from being employed in practical recommenders. We adapt Paired
open-ended Trailbrazer(POET) algorithm as discussed in [49] for
recommendation tasks. We reduce the action space to three contin-
uous values(co-efficients of the ranking formula). This drastically
reduces the number of computations and improves the latency. The
POET recommender agent builds curricula of increasingly complex
and diverse recommendation environments and simultaneously
learns to optimize on multiple recommendation tasks. There are



several reasons that make POET algorithm suitable for multi-task
recommendations. Firstly, the challenge in black-box optimization
is the presence of local optima, making it impossible for the search
process to move on to better points [13]. Open-Ended Algorithms
like POET use Novelty Search which focus on divergence instead
of convergence. The offsprings are chosen solely on the basis of
their behavioral divergence from an archive of individuals from
previous generations. Truly novel discoveries are often building
blocks to further novel discoveries. Sometimes, completely diverg-
ing from an objective can help optimize faster than pursuing it [23].
This allows the algorithm to discover complex challenges which
may occur in the real world as well. Secondly, POET implements
coevolutionary interaction among all its agents and environments
and also optimizes the behavior of each agent within its paired en-
vironment. It ensures Quality Diversity by maintaining only those
newly-generated environments that are not too hard and not too
easy for the current population of agents. This assures that the algo-
rithm not only discovers increasingly difficult challenges but also
simultaneously learns to solve them. The above mentioned features
enable simulator to real world adaptation [12]. Finally, it encour-
ages knowledge sharing by periodically testing the performance
of offspring agent from one environment in other environments
through Goal Switching. This allows recommender’s performance
to improve on multiple tasks by solving them jointly.

We adopt the simplest model in reinforcement learning ie. Evo-
lutionary Strategies (ES) to derive the optimal recommendation
policy. In ES, E(¢) represents the stochastic reward experienced
over a full episode of an agent interacting with the environment
E(-). ES seeks to maximize the expected fitness over a population
of parameterized policy whose parameter vector is denoted as ¥,
J() = El//NPe(w) [E(¥)], where ¢ is sampled from a probability
distribution pg(y) parameterized by 0.

Following the approach of Salimans et al. [38], the gradient of
J(0) with respect to 0 can be written as

Vol (0) ~ % D> E(0+0e)e (1)
i=1

where, n samples of parameter vectors drawn from an isotropic
multivariate Gaussian with mean 6 and a standard deviation o, €; is
additive Gaussian noise €; ~ N(0,I) to a given parameter vector 6.
Once the optimization step of ES is calculated, the return is added
to the current parameter vector to obtain the next parameter vector.

The fundamental algorithm of POET is illustrated in Algorithm
1. The idea is to maintain a list of active environment-agent pairs
EA_List that begins with a single starting pair (Einit(+), Oinit)
where E;pj; is a simple recommendation environment and 8;p;;
is a randomly-initialized weight vector (e.g. for a neural network).
The POET then performs three main tasks at each iteration of its
main loop: (1) generating new recommendation environments E(-)
from those currently active through mutation of environment pa-
rameters. To generate a new environment, POET randomly perturbs
the parameter vector of an active environment such that paired
agents in the originating (parent) environments have exhibited
sufficient progress to suggest that reproducing their respective en-
vironments would not be a waste of effort. The novel environments

Algorithm 1: Training Algorithm

Input: E;p;;: Initial Recommendation Environment
Oinis: Initial Paired Agent denoted by policy parameter
vector
a: Learning Rate
o: Noise Standard Deviation
T: Iterations
Timutate: Time steps between Mutation
Tiransfer: Time steps between Transfer
Output: EA_List
1 Initialize: EA List =0
2 Ojinir with random weights
3 Add (Einit(.), Oinir) to EA_List
4 for iterationt = 0..(T-1) do

5 if t > 0 and t mod Tytate = 0 then
6 Create new recommendation environments by
mutation and append to EA_List
7 end
8 M = len(EA_List)
9 for m=1..(M)do
10 Optimise each agent with its paired environment
using ES
1 end
12 for m=1..(M)do
13 if M> 1andt mod Tyygnsfer = 0 then
14 Evaluate 01, ..., 0p1 on target environment E(.)
15 Return the top performing agent = 00p
16 Perform one ES_step with all other
17 end
18 end
19 end

that are generated are not added to the current population of en-
vironments unless they are neither too hard nor too easy for the
current population, (2) optimizing paired agents within their respec-
tive environments ES_step. The fact that each agent-environment
pair is being optimized independently affords easy parallelization,
wherein all the optimization steps can in principle be executed
at the same time. and (3) attempting to transfer current agents 0
from one environment to another. Given a list of input candidate
agents 0;...0p1 and a target environment E(-), POET carries out
two types of transfer attempts a) direct transfer, wherein agents
from the originating environment are directly evaluated in the tar-
get environment, and b) proposal transfer, where agents take one
ES optimization step in the target environment and the one with
the highest reward is returned as 0y0p. It is always possible that
progress in one environment could end up helping in another. If
the paired agent 64 in environment E4(-) is stuck in a local opti-
mum, one remedy could be a transfer from the paired agent 6 in
environment EB(.).

Fig. 1 illustrates the architecture of the policy network that is
encoded by a feedforward DNN, where the input is a state s; and
the output has N task specific branches. Each branch has N task-

specific layers and captures the distinct part of ﬂ'éi) (-). All the
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Figure 1: DNN Architecture of Policy Network

branches share the first N° layers at the bottom to facilitate knowl-
edge sharing among different recommendation tasks. The output
of the i-th branch is ai where the actions are determined by a
stochastic policy function ai = 7(s;0).

5 EXPERIMENTS

Module A / Module C
Module B ™ Module A
Module C ™ Module B
User A User B
i START

Figure 2: Personalization on ZOZOTOWN using module rank-
ing

Simultaneously operating multiple recommendation tasks with
long-term rewards is an important business requirement for many
platforms to increase revenue and improve user experience. Un-
fortunately, to the best of our knowledge, all publicly available
recommendation-related datasets are not suitable for evaluating
the performance of our open-ended multi-task recommender. This
is mainly because these datasets lack multiple-type feedbacks of rec-
ommendations, and the sequential dependency of those feedbacks
that is captured in our model. Therefore, in this paper, we utilize
the data from ZOZOTOWN E-Commerce platform, one of Japan’s
largest Fashion E-commerce platform, to conduct comprehensive
experiments for evaluating the performance of our method. Fig. 2
illustrates the interface of module recommendation. Each module
represented in red box is a collection of items. The rank of the
modules should be personalized according to the user’s interests
in order to drive engagement and revenue. The home-page of the
ZOZOTOWN recommends modules to users and collects different

types of sequentially-dependent feedbacks: impressions, click and
buy. Our recommendation goal is to simultaneously operate three
recommendation tasks that maximize long-term impressions,clicks
and buys respectively. We would like to note that our method is
applicable to other applications as long as there are multiple rec-
ommendation tasks and long-term rewards to consider.

5.1 Reinforcement Learning modelling

We make use of RecSim [19] to design multi-task recommendations.
We use latent state environment that models the long term user
behavior [32]. This environment depicts a situation in which a
user of an online service interacts with items of content, which
are characterized by their observable quality on a scale of 0 to
1. In particular, items on 0-end (choc) generate engagement, but
lead to decrease in long-term satisfaction but items on 1-end (kale)
increase satisfaction but do not generate as much engagement. The
challenge is to balance the two in order to achieve long-term optimal
trade-off. The dynamics of this system are partially observable, as
satisfaction is a latent variable. It has to be inferred through the
increase/decrease in engagement. It also important to improve
business revenue, hence we borrow ideas proposed in [34] to map
the actions of the user such as impressions etc. to monetary value
and provide suitable recommendations. In the further part of this
subsection we will discuss the design of the simulator with respect
to the above environment.

Document Model: Samples modules from prior distribution of
module features. In the latent state environment, the modules are
represented by a latent feature, namely their clickbaitness score. We
also use CVR(Conversion rate) scores and impressions as the mod-
ule features. We use Beta Distribution to model each feature. The
document sampler samples modules from these three distributions.

User Model: Samples users from prior distribution of user fea-
tures. Each user has a feature called net positive exposure (npe,),
and satisfaction (sat;). Since satisfaction cannot be unbounded, they
are related by logistic function.

sat; = L(t - npe;) (2)

where 7 is a user-specific sensitivity parameter, and £ is sigmoid
function. Once the user chooses a document, the net positive expo-
sure evolves as

npe,,; = p-npe;, +2(C—-0.5)+ N(0,n) (3)

where f is some user-specific memory discount (forgetting factor),
C is clickbaitness score and 7 is innovation standard deviation. This
is the User Transition Model. Finally, the user engages with the
chosen content for s; seconds given by

sqg ~1ogN(C - pe+ (1 = Oy * saty,C-oc+ (1 —C) x o)  (4)

where s; is drawn according to a log-normal distribution with
parameters linearly interpolating between the pure kale response
(4g, ox) and the pure choc response (yc, oc). Thus, a user state
is hence defined by the tuple (saty, 7, f, 1, fig, Ok, tics 0c)- The only
dynamic part of the User’s state is satisfaction. Remember that
other static variables help us to simulate different users.

User Choice Model: To simulate user response on ZOZOTOWN,
we develop a multinomial choice model based on a simple Catboost



model that uses User State and Module features and predicts the
probability of the user’s action for each task.

Action: After each user request the agent or the ranking model
outputs predictions for each task, then the weighted-multiplication
based ranking module combines these predicted scores to a final
score through a combination function as shown in the Equation 5
and recommends top ranked modules.

Reward Function: The reinforcement learning problem repre-
sents goals by cumulative rewards. In addition, rewards also provide
intermediate feedback(positive or negative) on the progress towards
the goal. In our setup, our goal is to improve the overall engagement
of the users on ZOZOTOWN by providing multi-task recommen-
dations. Overall reward function consists of two components:

(1) Ranking based reward: The agent predict coefficients of rank-
ing formula a, f, y as in [34]. We then use the predicted coeffi-
cients to calculate rank score for each module. The rankscore
for module i is given by,

rankscore(i) = CTR(i)* x CVR(i)ﬁ x impressions(i)Y  (5)

We then extract top K largest rank scores and assign a dis-
counted weight W, (;) for each position and higher position
has greater weight where Wy, (;y = exp(s(i)). Finally rank-
ing reward is calculated as the weighted sum of module
rewards.

Rranking = Z rankscore(i) * Wy (;) 6)

(2) Engagement based reward: Once the choice model predicts
user’s response for agent’s recommendation user engages
with the chosen module for s; seconds according to the Equa-
tion 4. The engagement time provides feedback on user’s
satisfaction towards agent’s recommendation. Hence we use
Rengagement = 4 as a reward.

Ranking-based rewards are rewards for ranking modules, and
engagement-based rewards are rewards for interacting with mod-
ules. The final reward is the sum of ranking-based rewards and
engagement-based rewards.

5.2 Training Procedure
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Figure 3: A detailed illustration of MTL ranking system

The entire learning process is parallelized using the Fiber Frame-
work [59]. Generating new environments is how POET continues to
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Figure 4: A plot of the ANNECS metric across iterations of
POET recommender agent. Solid lines denotes the mean
across 5 runs and shading denotes the 95% bootstrapped con-
fidence intervals. The increasing curve indicates the new
environments that can pass the Minimal Criterion Coevolu-
tion(MCC) continue to be consistently discovered.

produce new challenges. Each paired agent represented by Neural
Network learns a policy which maps state (User’s state and Mod-
ule’s state simulated by RecSim) to action (coefficients of ranking
formula) that maximizes the expected reward. We restrict EA_List
to store 20 active environments and their pair agents. The ANNECS
score [50] is a counter for the number of environments in which
the new environment has cleared the Minimal Criterion Coevolu-
tion(MCC) [5] process and has exceeded the reward threshold is
used to measure the progress of learning. As the training progresses
the ANNECS score increases as illustrated in Fig. 4 indicating that
the algorithm is increasingly creating meaningful challenges. We
then evaluate each of these Neural Networks against held out offline
data for the Learning to Rank task and choose the best performing
Neural Network as our model. Finally, we compare it with several
other learning to rank models and observe that recommender sys-
tems trained using open-ended learning achieve better results than
other methods.

5.3 Evaluation

Dataset Details To the best of our knowledge, there is no publicly
available E-Commerce dataset that contains important features such
as price and the labels of impression, click and purchase at the same
time. Therefore, we collect a real-world dataset of E-Commerce
recommendation from a popular E-Commerce platform. Due to the
huge amount of online data, we collect two-week data, split the in-
teraction data along time and use 80% of the data as training dataset
for supervised methods and the rest 20% with samples over twenty-
four million impressions for offline evaluations of all the methods.
The dataset will be released to the public to support future studies.
The basic statistics of the data is shown in the Table. 1. The dataset
contains the log of recommended items, user’s multiple types of
feedbacks (i.e., impression, click, and buy) and the timestamps of
receiving the feedback.



Stage Users | Modules Items Impressions | Clicks Buys
Training 3,996,837 53 66,439,403 | 67,167,616 | 2,508,352 | 928,535
Offline Evaluation | 929,497 53 16,364,385 | 24,876,895 783,860 | 241,178

Table 1: Dataset Statistics

Baselines The main goal of this work is to demonstrate how
open-ended learning can be used to simulate real-world multi-task
recommendation. Once the online training using the simulator is
completed we are left with 20 Environments and the parameters of
Neural Networks of their paired agents. We then evaluate each of
these Neural Networks against held out offline data for Learning
to Rank with three other tasks and choose the best performing
Neural Network as our model. Finally, we compare it with several
other learning to rank and multi-task recommendation methods
and observe that recommender systems trained using open-ended
learning achieve better results than other direct methods.

We compare the our method with other baseline methods that
can be grouped into three different categories: (1) traditional rec-
ommendation methods that are based on single-task supervised
learning, (2) deep reinforcement learning methods that are based
on single-task reinforcement learning, and (3) MTL methods that
are based on multi-task supervised learning. The effectiveness of
all competing methods is evaluated using Precision@K, NDCG@K,
and MAP@K, which are the standard metrics used in previous
research on recommender systems.

First category of algorithms include logistic regression(LR) and
factorization machines(FM). The LR method estimates the probabil-
ity of user liking an item through logistic regression over user and
item features. In LR, only first order dependency between features
and output are investigated. FMs [35] and their extensions provide
a popular solution to using second-order feature interaction. We
also evaluate with BPR-MF [37] which is one of the most widely
used ranking methods for top-K recommendation and models rec-
ommendation as a pair-wise ranking problem. Due to their ability
to incorporate high-order feature interactions, deep learning tech-
niques have become the preferred method for working on recom-
mendation system tasks. DNNs usually involve implicit nonlinear
transformations of input features through a hierarchical structure
of neural networks. We use Neural Collaborative filtering(NCF)
[17], fusing both Generalized Matrix Factorization (GMF) and Mul-
tiple Layer Perceptron(MLP) under the NCF framework. Second
category includes Evolutionary Strategies (ES) as proposed in Sali-
mans et al.[38]. Third category includes MTL based methods like
Feature-selected MTL(FMTL) and Mixture of Experts(MMOE).The
DNNs for FMTL is arranged such that the first 2 layers are shared,
and then the shared layers are connected to three task-specific
branches, and outputs a predicted value for one task. The input
to the DNNs is the concatenated features of a user and an item.
The output of one branch is the estimated probability that the user
likes the item in some task. The loss function of FMTL methods is
composed of the cross-entropy loss plus an additional regulariza-
tion term to encourage knowledge sharing among tasks. We use
a multi-gate variant of Mixture of Experts(tMMOE) [28] in which
gating networks take the input features and output softmax gates
assembling the experts with different weights, allowing different

tasks to utilize experts differently. MMoE explicitly models the task
relationships and learns task-specific functionalities to leverage
shared representations. Note that the methods in the third cate-
gory only need to be trained once to handle three tasks. They take
into account the potential of knowledge-sharing in improving the
performance over individual recommendation tasks. Compared to
our method, the methods in the third category fail to consider the
long-term rewards in ranking items to be recommended. These
baseline methods provide a great representation for the state of the
art.

Evaluation Metrics We adopt Normalised Discounted Cumu-
lative Gain(NDCG@K) and Mean Average Precision(MAP@K) as
metrics to evaluate ranking, which are widely used in recommen-
dation systems. By default we set K=10 and report mean values of
the above metrics for all the users during the testing phase.

5.4 Results Discussion
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Figure 5: Bar plot comparing NDCG@K with K=10 of dif-
ferent recommendation methods for three tasks (Impres-
sion, Click, Buy). Our open-ended trained multi-task recom-
mender(Ours) outperforms other supervised and reinforce-
ment learning based methods in all the three tasks.

- R
=
- EPRFM
- NCF
—ES
- FMTL

010 0.001 e ooss MMOE
= ours
008
006
004
0025 (1
002 I .
00 %.
impression i

NDCG@10

Figure 6: Bar plot comparing MAP@K with K=10 of dif-
ferent recommendation methods for three tasks (Impres-
sion, Click, Buy). Our open-ended trained multi-task recom-
mender(Ours) outperforms other supervised and reinforce-
ment learning based methods in all the three tasks.



To evaluate the effectiveness of our open-ended learning based
recommender, we compare it with seven competitors over two
standard evaluation metrics (NDCG@K and MAP@K). Fig. 5 and Fig.
6 show the performance of against LR, FMs and NCF when K = 10
on three types of feedback impression, click, and buy, respectively.
It is interesting to note that, simpler methods such as FM perform
better than NCF over the impression optimization task and click
optimization task but underperform NCF in the buy optimization
task. This happens likely due to the fact that the difficulty decreases
from the click optimization task to the impression optimization
task to the buy optimization task as the data imbalance and label
sparsity are worse from the latter to the former.

As a comparison, LR and FMs assume the output linearly depends
on the first-order or second-order interactions of the features, the
underlying assumptions of which are more likely to hold in simpler
tasks. Another observation is that our method substantially outper-
forms all the three baseline methods over all the recommendation
tasks and all evaluation metrics. Its performance is also relatively
stable among tasks of different levels of difficulties compared to
other competitors. The reason is that all three baseline methods
are based on supervised learning and thus unable to plan the rec-
ommendations in a way that considers the long-term reward. They
also follow the single-task learning framework and thus fail to
take advantage of the knowledge from other tasks to improve its
performance of each task. On the contrary, open-ended learning
agent makes recommendations by optimizing the rewards in the
longer horizon and encourages knowledge-sharing through jointly
learning multiple recommendation tasks.

Fig. 5 illustrates the performance of open-ended learning based
method(Ours) against ES over the same collection of recommen-
dation tasks and evaluation metrics. The ES method is based on
single-task deep reinforcement learning. The open-ended learning
recommender agent shows better performance in all recommenda-
tion tasks, this may be due to the no fact that the stepping stones that
lead to solutions to very challenging environments are more likely
to be found through a divergent, open-ended process than through a
direct attempt to optimize in the challenging environment. Another
interesting observation is that compared to the supervised learn-
ing baselines presented earlier the ES method demonstrates more
stable performance over different tasks with the same evaluation
metrics. The reason is as aforementioned: compared to SL-based
recommenders that optimize short-term rewards, the RL-based rec-
ommenders plan their recommendations to optimize a long-term
goal that may overcome the uncertainty when task difficulty varies.

The regularization term in FMTL allows for different tasks to
learn task-specific features. In other words, FMTL offers more free-
dom in knowledge transfer from easy tasks to difficult tasks as com-
pared to other methods discussed earlier. MMoE’s gating networks
can effectively modularize input information into experts for task
relation and confict modeling. Compared to FMTL, MMOE seems
to favor more difficult tasks than easy ones in knowledge transfer.
As illustrated, One crucial observation is that these two baselines
outperform LR, FMs and NCF, baselines based on single-task super-
vised learning, over almost all tasks and evaluation metrics. This
advantage is largely because of the knowledge-sharing between dif-
ferent tasks. It is also worth emphasizing that our method achieves
outstanding performance over all tasks and almost all evaluation

metrics compared to the two MTL baselines. The reason is that
although both open-ended learning and the baselines follow MTL
framework, our method aims to maximize long-term rewards in
making recommendations and takes into account the impacts of
current recommendation to future rewards.

6 CONCLUSION

In this paper, we started with the description of a few real-world
challenges in designing and developing industrial recommendation
systems, especially ranking systems. These challenges include the
presence of multiple competing ranking objectives, optimising for
long term rewards and simulator to real world adaptation. To tackle
these challenges, we proposed a multi-task ranking system that uses
open-ended learning and applied it to the problem of recommend-
ing modules. The ability of the proposed method to automatically
build curriculum of increasingly complex recommendation envi-
ronments and simultaneously optimize on the ranking objectives
makes it viable for Simulator to Real world transfer. We evaluated
our method using a large-scale dataset collected from experiments
over Japan’s Largest Fashion E-commerce platform ZOZOTOWN.
The evaluation results using multiple metrics demonstrate better ef-
fectiveness and efficiency of our developed method against several
state-of-the-art methods.
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