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ABSTRACT

Enabling autonomous agents to act cooperatively is an important
step to integrate artificial intelligence in our daily lives. While
some methods seek to stimulate cooperation by letting agents give
rewards to others, in this paper we propose a method where agents
have the opportunity to participate in other agents’ returns by
acquiring shares. Intuitively, an agent may learn to act according
to the common interest when being directly affected by the other
agents’ rewards. The empirical results of the tested general-sum
Markov games show that this mechanism promotes cooperative
policies among independently trained agents in social dilemma
situations. Moreover, as demonstrated in a temporally and spatially
extended domain, participation can lead to the development of roles
and the division of subtasks between the agents.
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1 INTRODUCTION

The field of cooperative Al seeks to explore methods which establish
cooperative behavior among independent and autonomous agents
[1]. The ability to act cooperatively is a mandatory step in order to
integrate artificial intelligence in our daily lives especially in appli-
cations where different decision makers interact like autonomous
driving. Various breakthroughs in the field of single agent domains
[12, 20] have also led to the successful application of reinforcement
learning in the field of multi-agent systems [8, 15, 22]. However,
while purely cooperative scenarios, where all agents receive the
same reward and thus pursue the same goal, can be addressed with
centralized training techniques, this is not the case if agents have
individual rewards and goals. Moreover, if agents share resources
it is likely that undesired behaviors are learned especially when
resources are getting scarce [8]. Independent optimization may
lead to sub-optimal outcomes such as in the Prisoner’s dilemma
or public good games. In more complex games, the agents’ risk-
aversion as well as information asymmetry additionally deteriorate
the likelihood of a desired outcome [19].

In recent years, various approaches have been proposed to pro-
mote cooperation among independent agents, such as learning
proven game theoretic strategies like tit-for-tat [9], the possibil-
ity for agents to incentivize each other to be more cooperative
[10, 16, 24], or the integration of markets to let agents trade for
increased overall welfare [18]. In this work, we adopt the market
concept in order to generate increased cooperation between inde-
pendent decision makers. More specifically, we propose a method
that allows agents to trade shares of their own rewards. In the

Proc. of the Adaptive and Learning Agents Workshop (ALA 2022), Cruz, Hayes, da Silva,
Santos (eds.), May 9-10, 2022, Online, https://ala2022.github.io/. 2022.

C D C D

C (-1,-1) (-3,0) C (-1,-1) | (-1.5-1.5)

D (-3,0) (-2,-2) D (-1.5,-15) | (-2,-2)

(a) PD without particpation (b) PD with 50% particpation
Figure 1: By enabling agents to trade shares in their payoffs,
a socially optimal outcome may be achieved.

presence of such a participation market, we argue that a better
equilibrium can be reached by letting agents directly participate
in other agents’ rewards. A socially optimal equilibrium may be
established due to the direct incorporation of all global rewards
instead of only incorporating individual rewards. Enabling agents
to trade their shares at a fair price, while at the same time creating
a trading path that in fact leads to a beneficial distribution of shares,
is the most challenging implementation in this model.

To motivate the effectiveness of participation, consider the Pris-
oner’s dilemma (PD) as depicted in Figure 1. In the standard version
of the Prisoner’s dilemma, each agent receives its individual reward.
For two rational decision makers, the only Nash equilibrium lies in
mutual defection, which is socially undesirable. However, if each
agent holds shares in the other agent’s return (say 50% participa-
tion), then the overall dynamic changes and mutual cooperation
becomes a dominant strategy. In order to let agents learn to partici-
pate, here we apply different methods of reinforcement learning,
so that the agents autonomously find strategies. Thus, participa-
tion in other agents’ returns is realized over the course of many
training episodes. To that end, different variants of the market for
participation are tested in this work, which differ in the way the
participation mechanism is implemented. More specifically, the
following contributions are made:

o A theoretical motivation is given why market participation
is beneficial.

e The participation mechanism is empirically evaluated in
the Prisoner’s dilemma as well as in a complex multi-agent
scenario, called the clean-up game [24].

All code for the experiments can be found here 1.

2 RELATED WORK

Despite the increasing success of reinforcement learning on an
expanding set of tasks, most effort has been devoted to single-agent
environments as well as fully cooperative multi-agent environ-
ments [12, 13, 20, 22]. However, with multiple agents involved their
goals are often not (perfectly) aligned, which renders centralized
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training techniques in general unfeasible. The drawback of fully
decentralized models is that agents focus only on their individual
rewards, which therefore might result in undesirable collective
performance especially in situations of social dilemmas or with
common pool resources [8, 14].

Previously, one way of tackling this problem has been to give
independent agents intrinsic rewards [2, 5, 23]. The concept of in-
trinsic rewards draws from concepts in behavioral economics such
as altruistic behavior, reciprocity, inequity aversion, social influence,
and peer evaluations. These intrinsic rewards are usually either
predefined or they evolve based on the other agents’ performance
over the game. Other works suggest that reward mechanisms [24]
or penalty mechanisms [17] may lead to cooperation in sequen-
tial social dilemmas. The literature distinguishes between selective
incentives and sanctioning mechanisms which incentivize coopera-
tive behavior in social dilemmas [6]. Selective incentives describe
methods that attempt to positively promote cooperation. For in-
stance, this could occur by giving monetary rewards to reduce the
consumption of common pool goods, such as water or electricity
[11]. Contrarily, penalties could be a method to reduce defective
behavior. In fact, experiments with humans suggest that penalties
are effective in reducing defective behavior [7].

In LIO [24], a reward-giver’s incentive function is learned on the
same timescale as policy learning. Adding an incentive function is a
deviation from classical reinforcement learning, where the reward
function is the exclusive property of the environment, and is only
altered by external factors. As shown by empirical research [10],
augmenting an agent’s action space with a “give-reward” action
can improve cooperation during certain training phases. Through
opponent shaping, an agent can influence the learning update of
other agents for its own benefit. A different attempt at opponent
shaping is to account for the impact of one agent’s policy on the
anticipated parameter update of the other agents [4]. Through this
additional learning component in LOLA, strategies like tit-for-tat
can emerge in the iterated Prisoner’s dilemma, whereby cooperation
can be maintained.

Other work in the field suggests markets as vehicles for coop-
erativeness [16, 18]. Usually, agents only receive their individual
rewards. As they are not affected by the other agents’ individual
rewards, they only act in their own interest. However, by only re-
ceiving individual rewards, the agents are exposed to substantial
risk. According to economic theory, it is usually beneficial to be
diversified. In portfolio theory, there is a common agreement that
diversification increases expected returns. Although people do not
seem to diversify enough, which is called the diversification puzzle
[21], a rational agent should be perfectly diversified and should only
hold a combination of the market portfolio and a risk-free asset
(such as a safe government bond). When applying this to games
such as the Prisoner’s dilemma, the agents should be interested in
receiving a combination of their individual rewards and the other
agents’ individual rewards to minimize their risk exposure.

3 LEARNING TO PARTICIPATE

Multi-agent systems consist of multiple agents that share a common
environment. An agent is an autonomous entity with two main
capabilities: perceiving and acting. The perception of the current

state of the environment allows the agent to choose an appropriate
action out of an action set. The chosen action depends on an agent’s
policy. Reinforcement learning methods are often applied to teach
an agent a good policy in multi-agent reinforcement learning.
Since cooperative strategies can be difficult to find and maintain,
we suggest a participation mechanism. The idea is to let agents
participate in other agents’ environmental rewards directly in or-
der to align their formerly conflicting goals. In the following, we
use the trading of participation shares as an instrument to make
cooperation possible. If the agents are willing to hold a significant
amount of shares in all agents’ rewards, they may act in the “so-
ciety’s interest”. Namely, the difference of the individual interest
of a single agent and the common interest of the collective of all
agents could vanish. In our implementation, two agents only trade
shares whenever both choose to increase or decrease the amount of
their own shares. In the initial state, agents hold 100% of their own
shares. If the agents want to be perfectly diversified, each agent
could have % shares, with n denoting the number of agents in
the environment, of every agent’s rewards after some trading steps.

3.1 Theoretic motivation of the participation
market

To motivate why the trading of participation shares should enable
cooperation among multiple agents, we adapt the proof for the
Prisoner’s dilemma with two agents from LIO ([24] Appendix B).

In a two-agent Prisoner’s dilemma such as in Figure 1, both
agents initially own 100% of their own rewards. At that point, they
would only consider their own rewards when choosing actions.
However, if there is a market that enables them to trade their shares
and trading improves their payoffs, we can assume that the agents
would trade their shares. If we think about a symmetric framework
with homogeneous agents, it seems likely that the trading of shares
could lead to a steady state in which both agents own 50% of the
shares in both payoffs. This would lead to a direct consideration of
their own actions on all agents in the model.

The goal in the Prisoner’s dilemma is to maximize the resulting
overall rewards r. Since the rewards are not deterministic (they
also depend on the other agent’s actions), p is used as a probability
vector, whereby 0! represents the probability that agent 1 cooper-
ates and (1 — @) that agent 1 defects. This applies symmetrically
to agent 2. For instance, (1 — 6')(6#?) is the probability that agent 1
defects and agent 2 cooperates. Additionally, rewards are increas-
ingly discounted via the factor 0 < y < 1. The discounted expected
rewards are then summed up. The geometric sum is applied for
simplifying the term:
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where p = [016%,60 (1 - 6%), (1 - 01)6% (1 - 0')(1 - 6?)]. In the
following, the two agents may flatten their rewards and decrease
the volatility of the received rewards by exchanging their own
shares for shares of the other agent. Here, m denotes the share in
agent 1’s reward (1 sells a share in its“business”, 2 buys the share).
Symmetrically, n denotes the share in agent 2’s reward (2 sells a
share in its “business”, 1 buys the share). Including the shares, the
following total reward vectors reflect the rewards per step. The



rewards are again vectors, that are connected to the actions of
the agents. The order of the reward vector entries is analogue to
the probabilities: CC, CD, CD, DD, where D stands for defection
and C for cooperation. For instance, agent 1 receives the reward
—2(1—m) + (—2)n if both agents defect. A reward consists of two
components — the reward from the own shares, and the reward
from the other agent’s shares. For example, if both agents cooperate,
agent 1 receives a reward of —1(1 — m) due to its own shares and a
reward of —1n due to its shares from the other agent.

rl=[-1(1=m)+ (-1)n,=3(1 — m) + On,
0(1—=m)+ (-3)n,—-2(1—m) + (-2)n]
=[-1+m-n-3+3m,-3n,-2+2m — 2n|

= [-1(1=n)+ (-1)m,0(1 —n) + (-3)m,
-3(1=n)+0m,—2(1—-n)+ (-2)m]
=[-1-m+n,-3m,—-3+3n,-2—2m+ 2n]|

Both agents iteratively update their policy after one or multiple
periods. The updating of agent 2’s policy can be described by the
following equation. « is the learning rate determining how much
the policy is updated.
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Due to symmetry, the policy update for agent 1 is analogue.

é1:91+li[2n+m—1]

Agent 1 and 2 update their shares via the following equation. p is
the joint action probability under updated policies 8! and 62.
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Importantly, in this theoretical model, we assume that agent 1
can only sell m and buy n (symmetric for agent 2). This is only
necessarily true in the initial state (m = n = 0). But we want the
agents to only sell their own shares and not buy them back as well
as buy the other agent’s share and not sell them afterwards. For
creating a situation in which trading shares to the other party is
beneficial (expected rewards must increase), we need a price setting
mechanism. Otherwise, in the initial state (m = n = 0), the agents
would not trade their shares. Moreover, their dominant strategies
do not lead to an optimal equilibrium. However, if share prices

are used to equally distribute the shares, a new “socially optimal”
equilibrium may be reached. When the equilibrium is reached, the
price setting mechanism may not be needed anymore. If the shares
are evenly distributed, the agents act in the complete market’s
interest since their rewards co-move to 100% with the market.

As a starting point, the initial state, in which all agents only have
their own shares (m = n = 0), needs to be analyzed.
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Thus, agent 2 would not even accept an additional (first) share m
if it was free of cost (—[016% + 01(1 — 6%)3 + (1 - 01)(1 - 6%)2] <
0). This makes sense because a share in agent 1’s rewards only
leads to participation in negative rewards. On the other side, agent
1 would be more than happy to sell shares of its own rewards
([0162 + 01 (1 - 0%)3 + (1 — 1) (1 - 62)2] > 0).

A broker (let us assume without any profit incentives and perfect
information) could set the price py, = —ﬁ (6162 +61(1 - 6%)3 +
(1-6Y(1-6%)2] < 0. Under the assumption that agents trade if
they are indifferent, they trade Am. Then, a new price is set such
that the agents are again indifferent and trade again.

m « min {ﬁVm (IL;tSTrl +Am *pm) ;
-y
1 .
,BVm (ﬂpTr2 - Am *pm)}
. 1 152
m « min{f H[Am*pm+99

+0 (1= 0%)3+ (1-0Y)(1 - 62)2] +pm) :

ﬁ(L (—[9192+91(1—92)3+

(1-0)(1-02]) = pm)}

The numerical simulations in Figure 2 test the previous equations.
They indicate that the participation share market can indeed be a
cooperation enabler. Over 100 episodes, a stable cooperative equi-
librium is reached. For the plotting of the accumulative rewards
- the sum of both agents’ rewards — we use 20 runs. Importantly,
instead of directly applying reinforcement learning, we only test
the interplay of the previous equations. However, a smart reinforce-
ment learner works very similar. Hence, the successful cooperation
in the numerical runs implies that a reinforcement learning model
that makes use of participation and the share market, should also
enable cooperation.
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Figure 2: Simulations of the Iterated Prisoner’s dilemma with
participation.

4 EXPERIMENTS

In this section, we examine our theoretical considerations in the
iterated prisoner’s dilemma and the clean-up game experimentally.

4.1 The Iterated Prisoner’s Dilemma

The prisoner’s dilemma can be thought of as the action of two
burglars. When they get caught, they can decide between ag =
admitting and a; = notadmitting a crime. If both admit the crime,
they receive a high punishment. If none of them admits the crime,
they only receive a low punishment. The dilemma evolves from the
case in which only one of them admits the crime. Then, the admitter
is not punished due to its status as a principal witness, whereas the
denier receives a very high punishment. Admitting is the defective
(D) action and not admitting is the cooperative (C) action in Figure 1.
By definition, none of the agents can put itself in a better position
by changing its strategy in a Nash equilibrium. Agent 1 knows
that agent 2 can defect and cooperate. When agent 2 defects, agent
1 is better off by defecting as well. If agent 2 cooperates instead,
agent 1 is again better off by defecting. Thus, agent 1 should defect
in any case, which makes defecting a dominant strategy in a one-
shot game. By symmetry, agent 2 faces the same problem and
should also defect. The tragedy is that this outcome is not desirable,
as mutual cooperation leads to a better payoff for both agents.
When the game is iterated multiple times, defecting is in theory not
necessarily dominant. Although the agents could defect in every
iteration based on backward induction, the agents could develop
strategies to incentivize cooperation.

4.2 Participation in the Iterated Prisoner’s
Dilemma

For testing different implementations of the iterated prisoner’s
dilemma, we use an actor-critic method. We adapt Algorithm 1
from LIO ([24] page 5) by replacing the incentive function and its
parameter 1 with a greater action space during the whole episode
or a preliminary trade action. Hence, either the actions specify
an environment action as well as a trade action during the whole
episode, or there is one additional step at the start of each episode
in which the participation is determined, or both.

We use the same fully-connected neural network for function
approximation as LIO. However, we only use the policy network, as
we do not make use of the incentive function, for which LIO uses
another neural network. The policy network has a softmax output
for discrete actions in all environments. For all experiments, we use
the same neural architecture. The same hyperparameters were used
for all experiments: f = 0.1, €start = 1.0, €eng = 0.01, g = 1.00E—03.
As the agents do not participate in the other agent’s rewards at
the start, max steps is set to 40 instead of 5 in the implementations
with trading. Hence, they have enough steps for trading. We test
the following implementations of the iterated Prisoner’s dilemma
with two agents.

(i) No participation: The possible environment actions of each
agent are cooperation and defection. In the implementation, these
two actions are encoded as 0 and 1. There are four possible states:
(cooperation, cooperation), (cooperation, defection), (defection, co-
operation), (defection, defection). If the agents chose their actions
randomly, the average individual reward would be (—14+0-3-2)/4 =
—1.5. If instead the agents learned to maintain a cooperative equi-
librium in which both choose cooperation, the individual rewards
would converge to —1. But according to theory, defection is a domi-
nant action in the “classical” Prisoner’s dilemma. In that case, the
individual rewards would converge to —2. Indeed, in the implemen-
tation without participation shares, a stable equilibrium evolves in
which both agents defect. The accumulated reward converges to
—2 + (—2) = —4 (Figure 3a).

(ii) Equal distribution of individual rewards: In this imple-
mentation, the agents always receive the average reward of all
individual shares. Mathematically speaking, this means that all in-
dividual rewards are aggregated and then divided by the number of
agents: % x 3. reward; for n agents. The action space and every-
thing else stays the same. An agent cannot choose between sharing
the rewards or receiving the individual reward. Each agent learns to
cooperate, which leads to an accumulated reward of -1+ (1) = —2.
In this implementation, cooperating is a dominant action. This im-
plementation demonstrates that the sharing of rewards can lead to
cooperation. However, it does not demonstrate whether the agents
can actively find and maintain such an equilibrium, when they can
freely trade (Figure 3a).

(iii) Choosing whether to share rewards: The agents can
decide to share their individual rewards. The action space is ex-
tended. In addition to the two environment actions, an agent can
choose between sharing the rewards or receiving the individual
reward. The action space is defined by an action tuple: the environ-
ment action and the trade action. Hence, there are now 2 X 2 = 4



possible actions per agent. Importantly, an individual agent can-
not determine whether the combined rewards are evenly divided
between both agents. Instead, this is only the case if both agents
decide to share their rewards. The state space is extended to eight
states: sharing X env. action 1 X env. action 2= 2 X 2 X 2 = 8. Both
agents learn to defect, which leads to an accumulated reward of
—2+ (—2) = —4 (Figure 3a). In this implementation, defecting with-
out sharing is a dominant action. Hence, the sole opportunity to
share rewards is not enough.

(iv) Trading 50% shares: Initially, both agents do not hold par-
ticipation shares of the other agent. In every step, they can choose
between six actions. An action can be regarded as a 3-tuple: the envi-
ronment action, whether to increase the shares of the own rewards,
and whether to increase the shares of the other agent’s rewards.
When an agent decides to cooperate, there are three possible actions:
(cooperate, not buy own shares, not buy other agent’s shares), (coop-
erate, buy own shares, not buy other agent’s shares), (cooperate, not
buy own shares, buy other agent’s shares). Symmetrically, there are
three possible actions for defection. Again, a trade of shares is only
executed if both agents intend to do so. For instance, if both choose
to buy own shares and they hold 50% in each agent’s rewards, they
exchange shares and now hold 100% of their own shares. This would
mean that there is no participation anymore. However, if they now
choose to buy own shares again, this trade cannot occur, as they
already hold all of their own shares. As a consequence, only the
environment action has an effect. The implication is that all shares
are valued at the same price, they are just exchanged in the same
proportions, and the sum of shares per agent is always 100%. There
are 36 states: env. actions X portion own shares X trade = 4 X 3 X 3.
The portion of own shares can be 0, 0.5, or 1. The “trade” variable
represents whether there is no trade, a trade which leads to an
increasing amount of own shares, or a trade which leads to a de-
creasing amount of own shares. This implementation is successful
in establishing cooperation. The accumulated rewards converge to
—1+ (—1) = -2 (Figure 3b). However, the learning process takes
rather long. Additionally, the actions and rewards first drift off to
the previous inefficient equilibrium.

(v) Trading 10% shares: Compared to the trading of 50% shares,
the state space increases to 4 X 11 X 3 = 132 because the proportion
of own shares can now be 0, 0.1, 0.2, ..., 1. Again, a socially optimal
equilibrium can be established. A proportion of around 40% own
shares and 60% other shares seems to be efficient to make the agents
not deviate to defection (Figure 3c).

4.3 The clean-up game

In the clean-up game, multiple agents simultaneously attempt to
collect apples in the same environment. An agent gets rewarded
+1 for each apple that they collect. The apples spawn randomly
on the right side of a quadratic 7x7 or 10x10 map. On the left side
of the map, there is a river that gets increasingly polluted with
waste. As the waste level increases and approaches a depletion
threshold, the apple spawn rate decreases linearly to zero. To avoid
a quick end of the game, an agent can fire a cleaning beam to clear
waste. But an agent can only do so when being in the river. The
cleaning beam then clears all the waste upwards from the agent.
Each agent’s observation is an egocentric RGB image of the whole

map. The dilemma is that clearing waste by staying in the river
and firing cleaning beams is less attractive than receiving rewards
by collecting apples. However, if all agents focus on only collect-
ing apples, the game is quickly over and the total reward of the
agents remains very low. Hence, the game is an intertemporal social
dilemma, in which there is a trade-off between short-term individ-
ual incentives and long-term collective interest [5]. This domain
is especially interesting as models based on behavioral economics
can only explain cooperation in simple, unrealistic, stateless matrix
games. In contrast, the cleanup game is a temporally and spatially
extended Markov game.

4.4 Participation in the clean-up game with two
agents

The smaller 7x7 map is used as described in [24]. The initial state of
the game is displayed in Figure 4. The blue cells on the left side of
the map represent the river, the green cells indicate the area where
apples are randomly spawned, and the brown cells represent the
waste. Agent 1 gets spawned in the river, which enables it to clear
the waste. Agent 2 gets spawned close to the green area on the right
where apples are randomly spawned. This already gives a hint at
one possible strategy, which consists of agent 1 clearing the waste,
and agent 2 collecting the apples. However, there is no justifying
reason for agent 1 to clear waste as long as it does not get the chance
to collect apples or profits from agent 2’s rewards. Agent 2 isin a
similar dilemma. If it attempts to collect apples by being in the green
area, it cannot fire the cleaning beam. Without a division of work
between the agents, the game must stop early, as the blue and green
area are too far away. The possible environment actions of each
agent are move left, move right, move up, move down, no operation,
and cleaning. In all implementations of the clean-up domain, an
actor-critic method is used. The optimization is decentralized.

We use the same convolutional networks to process image ob-
servations in Cleanup as LIO. The policy network has a softmax
output for discrete actions in all environments. For all experiments,
We use the same neural architecture. We test the following imple-
mentations of the clean-up game with two agents.

(i) No participation: Without any additional incentive struc-
tures, the social dilemma seems unsolvable. As depicted in Figure 5a,
the accumulated reward remains at a very low level. Cooperation
is not attractive for any of the agents. It is difficult to learn that
clearing waste is creating value since the apples are spawned far
away from the river. If the agent moves back from the river to the
apples, the game is likely to stop before it even collects an apple.

(i) LIO: The baseline scenario is augmented with the possibility
for each agent to give rewards to the other agent as an additional
channel for cooperation. Importantly, the additional reward pay-
ments r’j7 ;, from agent i to agent j is learned via direct gradient

ascent on the agent’s own extrinsic objective, involving its effect
on all other agents’ policies. Hence, the payments are not part of
the reinforcement learning, leaving the action space of the rein-
forcement learner unaffected (instead of augmenting it). The agents
successfully divide their tasks. The one that is closer to the river
and waste becomes the cleaner, whereas the one that is closer to the
apples specializes in collecting apples. See [24] for implementation
details.
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Figure 3: Results from the iterated Prisoner’s dilemma with and without participation.

Figure 4: Small 7x7 map with two agents. Agent 1 gets
spawned by the river, whereas agent 2 gets spawned
close to the apples. If they do not divide their tasks,
the game is likely to stop soon, as the waste expands
downwards if it is not cleared by the agents.

(iii) Equal distribution of individual rewards: In this sce-
nario, the baseline scenario is augmented with the equal distribution
of the joint rewards between the agents after each step. This addi-
tional computation does not affect the state or action space. Similar
to LIO, the one that is closer to the river turns into the cleaner,
whereas the one that is closer to the apples specializes in collect-
ing apples. Both profit from this task division, as both are evenly
rewarded for any apple being collected by anyone. In comparison
with LIO, the learning process looks less volatile.

(iv) Pre-trade of participation rights: In this scenario, there
is an additional first step added to each episode of the baseline sce-
nario. In this first step, both agents can choose between six actions
(0-5), representing 0%, 20%, 40%, 60%, 80%, and 100%. The maximum
of both agents’ chosen number determines the participation in their
own rewards over the episode. The remaining portion is the par-
ticipation in the other agent’s individual rewards. For instance, if
agent 1 chooses 40%, and agent 2 prefers 80%, they will receive 80%
of their individual rewards and 20% of the other agent’s individual
rewards. The additional first step is part of the reinforcement learn-
ing, but no rewards are distributed in this step. The idea behind
the additional trade step is that both agents can avoid cooperation
by choosing 100%. By taking the maximum, the more conservative
action is executed. Again, the agents successfully divide their tasks.
The amount of waste cleared by agent 1 moves in parallel with the
accumulated rewards. However, the magnitude of the joint rewards

only reaches around 11, and it is unclear whether this is a stable
level.

4.5 Participation in the clean-up game with
three agents

For all of the following implementations with three agents, the
bigger 10x10 map is used (Figure 7). Agent 1 gets spawned by the
river, agent 3 gets spawned close to the green area on the right
where apples are spawned, and agent 2 gets spawned in the middle
of the map. The distribution of the agents on the map already gives
a hint at one possible strategy, which consists of agent 1 clearing
the waste, and agent 3 collecting the apples. However, it is unclear
whether agent 2 should clear waste or collect apples. Like in the case
with two agents, there is no justifying reason for any of the agents
to clear waste as long as it does not get the chance to collect apples
or profits from the other agents’ rewards. We test the following
implementations of the clean-up game with three agents.

(i) No participation: As in the case with two agents, the social
dilemma seems unsolvable without any additional incentive struc-
tures. As depicted in Figure 5b, the accumulated reward remains
at a very low level. Cooperation does not seem to be attractive
for any of the agents. Agent 1 does not learn to clear more waste
because it is not rewarded for doing so. In fact, agent 1 learns to
clear less waste over the course of the episodes. Similarly, agent 2
and agent 3 seem to focus on collecting apples. It is not easy to learn
that clearing waste is creating value since the apples are spawned
far away from the river. In the big map, it becomes increasingly
difficult for an agent to move back from the river to the apples, as
the distance between the river and the green area is larger. In the
last episodes (40,000-50,000), the agents still do not act according
to a clear strategy, as shown in Figure 6a. As the dots are spread
within the experiments, there is no convergence to a certain strat-
egy. Moreover, the dots differ between the experiments, showing
that there is randomness in the behavior that the agents learn. More
importantly, all three agents clear some waste and the differing
amount of waste cleared seems to stem from the starting position.
Hence, we assume that the agents do not learn to cooperate.

(ii) LIO: The baseline scenario is augmented with the possibility
for each agent to give rewards to any of the other agents as an
additional channel for cooperation. Except for the additional agent
and the bigger map, nothing changed in the setting compared with
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(a) In the basic implementation, none of
the agents learns to clear waste.

(b) In the LIO implementation, no clear
strategy evolves.

(c) With participation, one of the agents
learns to clear waste.

Figure 6: Waste cleared in clean-up with three agents for the basic implementation, LIO, and participation.

the LIO case with two agents. But the agent that is closest to the
river and waste (agent 1) does not specialize in clearing the waste
anymore (Figure 6b). In fact, none of the agents learns to specialize
in clearing the waste. As a result of this, the joint reward does not
go up over the episodes. This is a puzzling and important result, as
it questions the applicability of LIO to scenarios with more than
two agents or more complicated maps.

(iii) Equal distribution of individual rewards: The base-
line scenario is augmented with the equal distribution of the joint
rewards between the agents after each step. Hence, every agent
always receives one third of the sum of all individual rewards. The
agents successfully divide their tasks. Due to the starting position,

agent 3 that is close to the apples turns into the harvester. Interest-
ingly, agent 1 that is closest to the river only learns to clear waste
in four out of five experiments. In the remaining one, it learns to
collect apples. Agent 2 that is spawned in the middle of the map,
learns to collect apples in three out of the five experiments, and
becomes specialized in clearing waste in the remaining two experi-
ments. Hence, there is substantial variation in the strategy learned
between the experiments, but the strategies are stable within the
experiments.

(iv) Pre-trade of participation rights: Similar to the case with
two agents, the maximum of the three agents’ chosen number
determines the participation in their own rewards over the episode.



Figure 7: Big 10x10 map with three agents. Agent 1 gets
spawned by the river, whereas agent 2 gets spawned
between the river and the apples, and agent 3 starts
close to the apples.

The remaining portion is the participation in the other agents’
individual rewards. Again, the agents successfully divide their tasks.
The amount of waste cleared by agent 1 moves in parallel with the
accumulated rewards. However, the magnitude of the joint rewards
only reaches around 7, and it is unclear whether this is a stable
level. When looking at the share in own rewards, that is determined
by the additional first step, there is no convergence recognizable.
The evolution over the periods looks like a random walk. Either the
agents need more episodes to figure out an optimal participation
strategy, there is no optimal share as long as it is in a certain range,
or the agents are not able to find a suitable participation strategy.
Interestingly, the role strategies — namely becoming a clearer or
harvester — is stable within and across the experiments (Figure 6c).

(v) Participation through common reward pool: Through
an additional first step at the beginning of each episode, each agent
can decide whether to participate in a common reward pool or not.
In this first step, both agents can choose between six actions (0-5),
representing no participation for actions 0-2 and participation for
actions 3-5. When they participate, their individual rewards are put
in the collective pool. After each step, the sum of all rewards of the
participating agents is divided by the number of participants and
distributed evenly among them. The common reward pool analyses
a potential free-riding dilemma. For instance, two of the agents
could participate, making one of them clear waste. But then the
third agent would not need to participate and could just collect
apples. By applying this strategy, the non-participating agent could
end up with higher individual rewards than the participating ones.
The results show that none of the agents learn to clear waste.

5 CONCLUSION

By introducing the idea of participating in other agents’ rewards, we
suggest a new method for coordination and cooperation in shared
multi-agent environments. An agent learns that direct participation
in other agents’ rewards can motivate to act in the interest of all
agents. Through this mechanism, no additional extrinsic incentive
structures are needed such as in LIO [24]. Other previous works
focused on intrinsic incentives [2, 5, 23] which would not be needed

either. Especially the simplistic and graspable extension of standard
models makes the participation appealing. In the two tested social
dilemma problems, the Iterated Prisoner’s dilemma and Cleanup,
the opportunity to participate via shares is used by the agents
to discover cooperative behaviors. In fact, the division of labor in
Cleanup is effectively enabled. Without the participation, the agents
cannot learn to divide their task into subtasks, as clearing waste
does not directly lead to rewards. But through the participation,
the positive impact of clearing waste is directly observed through
the other agents’ rewards from collecting apples. Importantly, the
other agent can only collect apples thanks to the clearing of the
waste beforehand. The introduced method of participation can
achieve optimal collective performance in the Prisoner’s dilemma.
In Cleanup, the improvement in the collective performance through
participation is clearly visible. Although it is not clear whether the
agents exhaustively learn the perfect participation allocation, the
agents manage to coordinate and enhance their performance over
time.

Our approach attempts to answer some open questions on the
path of ensuring cooperation in a decentralized multi-agent popu-
lation. Firstly, although the agents must simultaneously learn how
to participate via shares in addition to learning their environment
actions, learning to keep shares of other agents may be a simpler
task than punishing other agents whenever they act only in their
own interest. Secondly, punishments or other incentivizing rewards
should be earned beforehand. When working with shares, they can
be directly traded without costs. Thirdly, a share market can be
implemented in various ways. We are certain that a suitable market
structure can be found in most social dilemmas. Furthermore, LIO
assumes that recipients cannot reject an incentive, but an agent
may accept only some incentives. In the case of shares, this is not a
problem as the respective rewards are just distributed according to
the owned shares. Another benefit of the participation approach is
that there is no clear strategy for the agents to misuse the additional
market feature to exploit the other agents. There is an emerging lit-
erature on reward tampering [3], and a participation market could
be a step in the right direction of deploying safe applications.

Our work contributes to the aim of ensuring the common good in
environments with independent agents. Although the participation
approach works well in the tested social dilemmas, it remains un-
clear whether this is also the case in other environments. Another
open question is if the agents can always find a stable allocation
of shares. We suggest experiments with a broker that sets prices
in combination with a limit order book for matching demand and
supply. Additionally, participation needs to be tested in other envi-
ronments with more agents as well as other game structures.
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