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ABSTRACT
Eigendecomposition methods have been shown to generate sets
of useful options which improve learning speed when used in hi-
erarchical reinforcement learning. However, these methods focus
on navigation by learning reward-agnostic representations and
struggle when presented with environments with dynamic reward
structures, such as adversarial agents. Taking inspiration frommam-
mals, which are known to maintain specialized groupings of cells to
perform complex planning, we propose leveraging the linear feature
space of the successor features framework to independently encode
spatial and reward information of an environment. We show that
subsequent decomposition of this representation results in options
which separately relate to spatial or rewarding features, allowing
for complex spatial planning around dynamic objects, such as ad-
versaries. We also propose the use of principle component analysis
to perform this decomposition, due to its use of a clustering ba-
sis, which we show better identifies options for spatial planning
than common methods. We combine these ideas in our Specialized
Neurons and Clustering Architecture (SNAC), which uses a split
successor feature encoding and cluster-based decomposition, and
empirically demonstrate that this architecture produces options
that are sensitive to adversarial agents, thus improving learning
speed and performance in challenging and dynamic spatial planning
tasks.
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1 INTRODUCTION
Mammals often solve complex problems by decomposing them into
distinct subtasks. For example, in navigation, intermediate goal lo-
cations are often identified and used for efficient planning. There is
now strong evidence that this type of hierarchical navigation lever-
ages specialized neurons in the hippocampus, such as place and
object cells which fire near specific spatial locations or important
objects, respectively, to create a topological representation of the
environment [5, 7, 31, 34]. Exactly howmammals utilize these repre-
sentations to make decisions remains an active area of research, but
the strength of mammalian pattern recognition suggests that clus-
tering may play an important role in decision making [26]. Modern
hierarchical reinforcement learning (HRL) agents mimic the overall
structure of planning over subtasks (options) but currently lack
feature specialization and effective cluster-based decomposition,
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which may be limiting performance in complex environments such
as those with dynamic objects or adversaries.

Here, we ask the question, “Can feature specialization and cluster-
based options enable HRL agents to decompose environments into a
useful task subspace, and will such decomposition result in signifi-
cantly improved learning speed and performance?” We address this
question within the context of successor features (SFs) [16], the
function approximation variant of the successor representation (SR)
[9]. We focus on SFs because recent work has shown that eigende-
composition of SFs can be used to generate a useful set of options
in a two-step approach that supports generalization to new tasks
[22]. Furthermore, SR has been shown to learn topological maps
similar to those in place cells of mice [23], suggesting that SFs inher-
ently mimic certain aspects of spatial navigation seen in mammals.
However, two key limitations prevent existing eigendecomposition
methods for HRL, which we refer to as eigenoption methods, from
being applied in complex and dynamic domains.

The first limitation is that existing eigenoption methods focus
on learning reward-agnostic options which work well for navi-
gation, but have limited sensitivity to dynamic elements of the
environment, such as adversaries or mobile rewards. We address
this limitation by improving the ability of SFs to model dynamic el-
ements in the environment and subsequently generate options that
specifically interact with those elements. Our key idea is to mimic
the task-specialization of the hippocampus by splitting the latent SF
representation into specialized components, each of which encodes
a unique element of the environment, such as spatial location or
adversary information. We then decompose each component to
generate a set of specialized options that relate to those unique
elements.

The second limitation is that existing eigenoption methods focus
on identifying unique states, commonly bottlenecks from mini-
mum cuts, to be used as option sub-goals [2, 20–22]. While options
leading to bottleneck states can aid in navigation, they cannot suf-
ficiently model complex tasks that require a more diverse set of
options, such as navigating around an enemy in a room [15, 20].
We address this limitation by proposing use of a different graph
decomposition method, principle component analysis (PCA), which
produces a basis for 𝑘-means clustering of an environments’ states
that captures information about cluster centroids and intra-cluster
structure. We use this basis to generate options that allow agents
to navigate to key clusters in the environment and also perform
detailed movement and control within those clusters, allowing for
more diverse behavior.

Our main contribution is to combine these two ideas, task spe-
cialization through a split SF encoding and cluster-based option
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discovery through PCA, into an HRL architecture for solving com-
plex tasks in dynamic environments. We show that this architecture,
SNAC: Specialized Neurons And Clustering Architecture, signif-
icantly improves learning speed and performance over existing
eigenoption and general HRL methods. In particular, we show that
our method significantly outperforms baselines in a grid-world en-
vironment with moving adversaries, due its ability to better handle
dynamic objects. We also show that our method improves perfor-
mance over baselines in Atari, although there is significant room
for further improvement since current exploration methods for
learning SFs struggle with large environments like this. A key take-
away is that even though existing eigenoption methods are reward-
agnostic, we demonstrate that directly including reward modelling
in the representation learning process improves performance and
is a worthwhile avenue of research for decomposition-based HRL.

2 BACKGROUND AND RELATEDWORK
We formulate our problem as a Markov decision process (MDP),
defined by the tuple (S,A,P, 𝑅). Here, S is the state space of the
environment, A is the action space of the agent, P : S ×A ×S −→
[0, 1] is the transition function, and 𝑅 : S × A −→ R is the reward
function. RL algorithms seek to find a policy 𝜋 (𝑎 |𝑠) : S −→ A that
selects actions over the state space that maximize the expected
discounted return E𝜋 [

∑inf
𝑖=0 𝛾

𝑖𝑟𝑡+𝑖 |𝑠𝑡 = 𝑠].
HRL seeks to improve learning speed and performance in prob-

lems with large state-action spaces by finding and exploiting hier-
archies within the environment [2, 16, 25]. The semi-MDP formu-
lation is a leading framework for HRL which decomposes a policy
into Markovian options [32]. A Markovian option 𝜔 ∈ Ω is a tuple
(I𝜔 , 𝜋𝜔 , 𝛽𝜔 ), where I𝜔 is an initiation condition, 𝜋𝜔 is a policy
for the option, 𝛽𝜔 is a termination condition, and Ω is the set of
all options. In the semi-MDP framework, options are called in se-
quence by a hierarchical controller (HC) using a policy 𝜋 : 𝑆 −→ Ω
to solve complex environments through smaller, more manageable
subtasks.

2.1 Successor Features
SR provides an alternative structure for RL that focuses on sepa-
rating environment dynamics from rewards [9]. This separation
allows one to recompute value functions under dynamically chang-
ing rewards, which can be used to enable fast policy adaptation to
new reward structures [9, 16, 38]. SR accomplishes this separation
by correlating proximal spatial locations to one another, similar to
how mammals encode temporally adjacent states with similar brain
firing in place cells [23, 31]. More formally, the SR is the expected
discounted future state occupancy, defined as,

𝑀𝜋 (𝑠, 𝑎, 𝑠 ′) = E𝜋

[ ∞∑
𝑖=0

𝛾𝑖1[𝑠𝑡+𝑖+1 = 𝑠 ′] |𝑠𝑡 = 𝑠, 𝑎𝑡 = 𝑎
]
, (1)

where 1[·] is one when the input argument is true. The resulting SR
defines an adjacency matrix for a fully connected graph that models
the MDP, where the (𝑖, 𝑗)𝑡ℎ element of𝑀 is the expected number
of times an agent will visit state 𝑠 𝑗 in the future, when starting in
state 𝑠𝑖 and taking action 𝑎. A reward vector 𝑅(𝑠 ′), representing the
reward generated at a state 𝑠 ′, can then be used to directly evaluate

the action-value function 𝑄𝜋 as follows,

𝑄𝜋 (𝑠, 𝑎) =
∑
𝑠′
𝑀 (𝑠, 𝑎, 𝑠 ′)𝑅(𝑠 ′). (2)

SFs generalize SR with function approximation to allow mod-
elling of environments with large state spaces [17]. The basis of SFs
is that the MDP state space can be represented by a feature space,
𝝓 (𝑠) : S −→ R𝑁 , and the spatial correlation from SR can be applied
to those features. SFs thus capture the expected discounted future
feature occupancy, and are defined as,

𝝍𝜋 (𝑠, 𝑎) = E𝜋

[ ∞∑
𝑖=0

𝛾𝑖𝝓 (𝑠𝑡+𝑖+1) |𝑠𝑡 = 𝑠, 𝑎𝑡 = 𝑎
]
, (3)

where the 𝑖th element of 𝝍𝜋 represents the expected discounting
of the 𝑖th feature of 𝝓. Similar to SR, the action-value function can
be approximated with a reward vector w, specifying the reward
generated by each feature, as follows,

𝑄𝜋 (𝑠, 𝑎) = 𝝍𝜋 (𝑠, 𝑎)⊤w. (4)

We omit the 𝜋 notation in 𝝍𝜋 for the remainder of this paper.
The key power of SFs is that they implicitly encode a graph of

the environment, as adjacent states in the MDP maintain similar en-
codings in 𝝍, but the effectiveness of the graph is influenced by how
one defines 𝝓. Modern SF architectures assume, and empirically
show, that state and reward prediction can generate sufficiently
dense encoding for 𝝓 to accurately capture the dynamics of the
environment [3, 17, 18]. Using reward prediction does not effect
SFs ability to separate dynamics and reward structure, it simply
identifies important features of the environment correlated to re-
ward (e.g., enemies or goal flags), similar to how humans and mice
identify important locations or objects as a basis for navigation
[31, 34].

2.2 Option Discovery
There are two primary approaches for learning a set of options,
{𝜋1, . . . , 𝜋𝑁 }, that can be used in the semi-MDP framework [32].
Exploration-based methods learn options which lead to diverse
states in the environment with the goal of improving exploration of
extremely large state spaces during training [1, 8, 11, 14]. Two such
methods are DIYAN [11], which learns diverse policies by maximiz-
ing option discernibility using a discriminator, and Deep Covering
Options (DCO), which learns options that lead to poorly explored
states with a Laplacian representation. However, exploration-based
methods struggle when used with complex tasks in HRL because
the generated options focus on high-level explorative navigation
and often forgo learning aspects of low-level control.

In contrast, decomposition-based methods decompose a learned
representation into a set of options which cover a diverse range of
subtasks in the environment [21, 22]. We focus on decomposition-
based methods because their options identify a broader range of
strategic positions for option goals, while exploration methods only
define options which navigate to distant states in the environment.

Decomposition-based methods are generally implemented in a
two-step process. The first step learns a graph-like representation of
the environment using, for example, deep graph Laplacians [21, 37],
proto-value functions [19], or SFs [22]. Such representations have
been shown to uncover equivalent, graph-like representations in
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Figure 1: The SNAC decomposition and option generation pipeline. (a) A neural network feature encoder learns a split latent
space, 𝝓, broken into N distinct components, each encoding a unique aspect of the environment. In the generalized MDP case,
we use state and reward prediction for the split. (b) The SFs, 𝝍, are learned with a dueling architecture defined in Equation (12)
and jointly updated according to Equation (13). (c) The SF representation 𝝍 is decomposed with PCA, creating a set of principle
components that are combined with SFs to create options. (d) A generic HRL framework, where learned options are used to
solve an overall task.

which spatially close states are encoded with similar representa-
tions [22]. These methods use random walk exploration to prevent
learning a representation that is skewed by the exploration policy.
An unbiased representation is required to ensure accurate repre-
sentation of the environment’s graph Laplacian, which is used for
decomposition and defined by a policy-agnostic adjacency matrix
[14, 19, 21, 22]. We discuss practical impacts of random walk ex-
ploration in Section 4.4. One limitation of existing methods used
to learn these representations is that they focus on capturing state
adjacency and struggle to model dynamic elements in the environ-
ment, such as adversaries.

The second step then decomposes the learned representation
into a basis of pseudo-reward functions that are used to train op-
tions (using any RL method) [19, 21, 22]. This decomposition is
typically performed using eigendecomposition methods, which
produce pseudo-rewards leading to minimum cuts, or bottlenecks,
in the geometric space of the environment. This approach has been
shown to be useful in navigation problems, as bottleneck states
can be used to bridge between sparsely connected states [17, 29].
However, options defined by eigendecomposition struggle to solve
environments where a goal is not in a bottleneck [19], and thus
have only been fully demonstrated in simple navigation problems
[21]. Recent works have also begun to address this limitation by
exploring alternative decomposition methods, such as 𝑘-means
clustering, but they are still only applied to navigation problems
[27].

3 OUR APPROACH
Our approach, SNAC, proposes three key ideas to improve current
eigenoption methods for HRL. Our first idea improves the process

of learning a graph-like representation, or topological map, of an
environment by using a split SF architecture that better encodes dy-
namic elements through feature specialization. Our second idea im-
proves the decomposition of a learned representation by using PCA
to identify cluster-based options. Finally, our third idea improves
training of a hierarchical policy by using a dueling SF architecture
to learn a smoother and more accurate SF representation — this
smooth representation enables us to skip the option learning phase
used in other SF eigenoption methods[19, 21, 22]. Our approach is
summarized in Figure 1 and our algorithm in Algorithm 1.

3.1 Bioinspired Feature Specialization through
Split Successor Features

SFs provide a powerful way to represent an environment as a topo-
logical map that can be decomposed into options [22]. However,
the quality of these options heavily relies on the underlying feature
encoding 𝝓, which is typically generated by state [22] or reward
predictions [16, 18]. There are two main limitations imposed by this
approach. First, there is no mechanism for enforcing specialization
within these features, resulting in options that entangle all elements
of the environment, such as spatial navigation, adversaries, and
rewarding goals. Second, many agents operate in sparse reward
environments where the state prediction loss dominates infrequent
reward signals, leading to poor representation of rewarding ele-
ments like dynamic adversaries.

In SNAC, we instead propose splitting the encoding of 𝝓 into
specialized components which independently encode specific el-
ements of the environment, such as obstacles, goal locations, or



adversaries. These specialized features are then decomposed sep-
arately to generate specialized policies relating to each element.
Such specializations are present throughout the brain, from macro-
scale hemispheric specialization [35] to specialization in specific
regions like the visual cortex, where language and spatial location
are processed independently [33]. We specifically draw inspira-
tion from the well-documented specialization in the entorhinal
cortex of humans and rodents, where specialized cells encode po-
sitional information, obstacle proximity, and object location. Of
particular interest are observations of object cells in [34], where
dynamic cells were observed to fire in proximity to objects that
were moved throughout an environment. We hypothesize that spe-
cialized features which capture a similar dynamic encoding will
generate options relating specifically to dynamic objects.

We mimic such specialization in SFs by separating 𝝓 into two
components, which are learned using the twomost prevalent signals
available to RL agents: state prediction and reward dynamics. We
expect that training via state prediction will encode a dense feature
representation of the environment’s spatial features, similar to
place cells. More interestingly, we expect that training via reward
dynamics will encode a feature representation that captures all
objects an agent can interact with to generate reward, similar to
object cells [34]. We implement this idea by dividing the latent 𝝓
vector into two components,

𝝓 = (𝝓𝑂 , 𝝓𝑆 ), (5)

where 𝝓𝑂 represents all rewarding features, which we call object
features, and 𝝓𝑆 represents spatial features of the environment.
Object features are learned with the following reward loss,

𝐿reward,𝜃𝝓𝑂 = ∥𝑟 − 𝝓𝑂 (𝑠) ·w∥2 , (6)

where w is the SF weight vector from Equation (4). Spatial features
are learned with the following state prediction loss,

𝐿spatial,𝜃𝝓𝑆 =
𝑠 ′ − D(𝝓𝑆 (𝑠), 𝑎)

2 , (7)

whereD is a standard decoder trained to predict 𝑠 ′. The specialized
feature vector 𝝓 is then discounted to create specialized SFs,

𝝍 = (𝝍𝑂 , 𝝍𝑆 ), (8)

using Equation (3) with no modification.
We again note that using reward prediction to train the feature

basis does not effect the ability of SFs to separate dynamics and
reward structure [3, 17, 18]. The dynamics of the environment
are still represented in SFs by the feature discounting 𝝍 (𝑠, 𝑎), with
reward structure still captured byw. This separation is independent
of how we learn the feature space 𝝓.

3.2 Decomposing Environments into a Task
Subspace with PCA

Eigenoption methods have successfully solved navigation tasks
in environments by generating options that lead to unique states
[22]. However, options that only lead to unique states cannot easily
handle dynamic environments that require complex movements,
such as positioning around mobile enemies.

In SNAC , we propose replacing eigendecomposition of the envi-
ronment, in this case represented through SFs, with cluster-based

decomposition of the environment. In the context of SFs, such clus-
tering could identify spatial clusters within the environment, such
as rooms, to be used as option goals for high-level navigation. This
decomposition could also identify intra-cluster relationships, which
are useful for defining options to navigate within a cluster. For ex-
ample, such options would allow for navigation to specific positions
within a room, which is missing from current eigenoption methods.
We implement this idea by decomposing our SF representation of
the environment with PCA. We use PCA because it is proven to
recover a basis for the cluster subspace of the input data that can
identify cluster centroids and intra-cluster connections [10]. We
reformulate this proof within the context of our SF decomposition
problem in the following lemma using ideas from [10]:

Lemma 1: The cluster centroid subspace of an SF topological map
is spanned by the first 𝐾 − 1 principal components of PCA.

We use PCA to independently decompose each component, 𝝍𝑂
and 𝝍𝑆 , of our specialized SFs. This decomposition creates sets of
principle components {w𝑂,𝑖 } and {w𝑆,𝑖 } that capture the specializa-
tion found in our features. We then use these principle components
to generate sets of object and spatial options using Equation (14).

We note that clusters within SF topological maps could directly
serve as goals for individual options, for example through 𝑘-means
clustering. However, directly using such clusters for options would
limit the ability of the hierarchical policy to perform micro-level
movements within a cluster. We show in Section 4.3 that our PCA
cluster subspace outperforms direct use of 𝑘-means clusters as
options.

3.3 Improving SF Learning with Dueling SFs
SFs are traditionally learned with the following Bellman-style up-
date [16, 22],

𝐿SF,𝜃𝝍 = 𝐸
𝝓 (𝑠𝑡 ) + 𝛾𝝍 (𝑠𝑡+1, 𝑎′) − 𝝍 (𝑠𝑡 , 𝑎𝑡 )

2 , (9)

where 𝑎′ = argmax𝑎 (𝝍 (𝑠𝑡+1, 𝑎)⊤w). There are two issues with this
update, pertaining to our SFs implementation. First, following from
[22], we use a random walk exploration to learn SFs that are not
biased by a policy. However, this results in a double sampling issue
as 𝑎′ would be randomly sampled. Second, these Bellman updates
are often noisy, specifically when multiple state-action pairs have
similar values, which leads to poor evaluation of the effect of actions
[36].

We propose a new SFs architecture, based on the dueling ar-
chitecture introduced in [36], to address both of these issues. The
dueling architecture represents the action value function through
two components,

𝑄 (𝑠, 𝑎) = 𝑉 (𝑠) +𝐴(𝑠, 𝑎), (10)

where 𝑉 (𝑠) is the state value function and 𝐴(𝑠, 𝑎) is an advantage
function evaluating the value of individual actions. This param-
eterization allows for a powerful separation of state and action
evaluation. While dueling can be implemented in the above man-
ner, it is naive, as there is ambiguity in the value assignment: a
constant could be subtracted from𝐴(𝑠, 𝑎) and added to𝑉 (𝑠) without
changing the value. Wang et al. [36] instead proposes using,

𝑄 (𝑠, 𝑎) = 𝑉 (𝑠) + (𝐴(𝑠, 𝑎) − 1
|A|

∑
𝑎′
𝐴(𝑠, 𝑎′)), (11)
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Algorithm 1: SNAC Algorithm
Initialize feature encoder parameterized by 𝜃𝝓 :
𝐹𝜃𝝓 (𝑠) = 𝝓 (𝑠) ;
Initialize feature discounting parameterized by 𝜃𝑆𝐹 :
𝐺𝜃𝝍 (𝑠) = 𝝍 (𝑠, 𝑎) ;
Initialize HC parameterized by 𝜃𝐻𝐶 : 𝐻𝜃𝐻𝐶

(𝑠) = 𝜋 (𝑠) ;
for 𝑖 in SF exploration episodes do

Explore environment with random uniform policy
−→ [(𝑠0, 𝑎1, 𝑠1), ...(𝑠𝑛−1, 𝑎𝑛, 𝑠𝑛)];
Update feature encoder with Equation (6) and
Equation (7) ;
Update feature discounting with Equation (13);

end
Sample 𝑁 states from environment −→ 𝑀 ∈ 𝑅𝑁𝑥𝑃 ;
Split𝑀 into𝑀𝑂 ∈ 𝑅𝑁𝑥𝑆 and𝑀𝑆 ∈ 𝑅𝑁𝑥𝑃−𝑆 based on
feature split;
Decompose𝑀𝑂 and𝑀𝑆 with PCA to create 𝑛 options −→
{w𝑂,𝑖 } and {w𝑆,𝑖 } ;

repeat
Reset environment −→ 𝑠0 ;
for i in steps do

Select option −→ 𝑗 = 𝜋 (𝑠𝑖 ) ;
Select action for specific option
−→ 𝑎𝑖 = 𝑎𝑟𝑔𝑚𝑎𝑥𝑎 (𝝍 (𝑠𝑖 , 𝑎)⊤w𝑗 ) ;
Step environment with 𝑎𝑖 −→ 𝑠𝑖

end
Update HC according to learning algorithm (PPO) ;

to fix a zero advantage reference point at the selected action.
SFs use the same Bellman-style update as 𝑄 functions, so any

paramaterization or updates valid for the𝑄 function Bellman equa-
tion, like the dueling architecture, can be applied to learn 𝝍 [3].

Similar to [36], we paramaterize 𝝍 (𝑠, 𝑎) with the advantage formu-
lation from Equation (11),

𝝍 (𝑠, 𝑎) = 𝝍𝑆 (𝑠) +𝝍𝐴 (𝑎, 𝑠) = 𝝍𝑆 (𝑠) + (𝝍𝐴 (𝑎, 𝑠) −
1
|A|

∑
𝑎′

𝝍𝐴 (𝑎′, 𝑠)),

(12)
where 𝝍𝑆 (𝑠) represents the expected features induced by the state 𝑠
and 𝝍𝐴 (𝑎, 𝑠) represents the expected features induced by a specific
future action 𝑎. We use this dueling format of the advantage func-
tion in SNAC to improve our 𝝍 (𝑠, 𝑎) evaluation “in the presence of
many similar-valued actions [36].” We also use this parameteriza-
tion to simplify the feature discounting loss to,

𝐿SF,𝜃𝝍 = 𝐸 ∥𝝓 (𝑠𝑡+1) + 𝛾𝝍𝑆 (𝑠𝑡+1) − 𝝍 (𝑠𝑡 , 𝑎𝑡 )∥2 , (13)

which eliminates the double sampling issue as we can reparame-
terize the Bellman update with 𝝍𝑆 (𝑠𝑡+1), eliminating the need to
evaluate 𝑎′.

Our experiments show that our dueling SF architecture reduces
errors in our estimation of 𝝍 (𝑠, 𝑎) relative to traditional SF methods.
This accurate SF representation then allows us to simply define an
option policy as,

𝜋𝑖 (𝑠) = argmax
𝑎

(𝑄𝑖 (𝑠, 𝑎)) = argmax
𝑎

(𝝍 (𝑠, 𝑎)⊤w𝑖 ) . (14)

This approach reduces training time and network complexity rela-
tive to existing methods which, likely due to noisy SF representa-
tions, require additional learning of 𝜋𝑖 using w𝑖 [11, 14, 19, 21, 22,
27].

4 RESULTS
We compare SNAC against five baselines, a traditional PPO RL
algorithm [28], and four HRL methods. Our primary HRL baselines
are decomposition-based eigenoption methods using the SF (SF
Eigenoptions) [22] and deep Laplacian (Lap. Eigenoptions) [21, 37]
representations. We also compare to the exploration-based option
generation methods DIYAN [11] and DCO [14].

The HC in all HRL methods (Eigenoptions, DIYAN, DCO, and
SNAC) is a PPO implementation which selects the options to use,
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Figure 3: PCAvisualization of 𝝍 (𝑠, 𝑎) for all state-action pairs in 4 rooms. (center) state-action pairs that terminate in the same 𝑠 ′

should have similar 𝝍 (𝑠, 𝑎) representations, as they will have similar future trajectories. (left) The dueling SF architecture (DSF)
produces clusters of (𝑠, 𝑎) pairs that all terminate in the same 𝑠 ′. (right) The traditional SF architecture produces noisier (𝑠, 𝑎)
representations that often overlap with (𝑠, 𝑎) pairs terminating in different states. Note: Each point is a linear combination,
derived from PCA, of original data, and since the two sets of points come from two different learned representations, we
cannot compare them based on the axes values.

instead of selecting primitive actions as in traditional RL. The HC
operates at a higher temporal scale than the options, i.e. the HC
selects which option to use for the next N timesteps (N). We use
the same HC architecture for all methods to focus our study on
the effect of option generation architectures, as opposed to the HC
implementation. Hyperparameters for all methods were selected
to maximize training speed with a full factorial sweep over major
hyperparameters, namely learning rate, entropy, batch-size, and
the number of options in hierarchical methods.

4.1 Grid-world Navigation
We first test our algorithm in the 4 rooms domain [32], a bench-
mark grid-world navigation problem. This experiment focuses on
the effects of our PCA decomposition and SF dueling architecture,
since the lack of dynamic objects limits the impact of our feature
specialization approach. Here, the agent must navigate through
a series of bottlenecks to reach the goal, making it a challenging
domain for RL agents. Figure 2 shows that in this environment, our
method, SNAC, trains faster and has significantly less variation
in performance than baselines. We note that decomposition-based
methods have significantly less variation in performance when
compared to exploration-based methods.

We also visualize four selected options generated by SNAC for
this environment in Figure 2. A clear functional hierarchy is ob-
served based on the principal component index, i.e., 𝑘 in w𝑘 . The
first few options capture global trends in the environment, specif-
ically left-right and top-bottom position, which can be used to
navigate to high-level clusters in the environment. The middle
options resemble explicit cluster centroids but with complex merg-
ing; for example, option two shows two apparent centroids in the
top-left and bottom-right quadrants. The last several options have
more complex structures that allow for micro-level control, such
as option four, which could be used to navigate to corners in the
top-left quadrant.

We also examine the effect of our dueling SF architecture on the
learned SF representation. Based on Equation (3), we expect there
to be two major outcomes of an SF representation: (1) the represen-
tation should maintain geometric relationships with respect to the

environment’s topology; and (2) (𝑠, 𝑎) pairs with the same terminal
state 𝑠 ′ should have the same 𝝍 (𝑠, 𝑎). We examine the benefits of
our dueling SF architecture by plotting the SF representation of all
state-action pairs in Figure 3 and highlighting a set of (𝑠, 𝑎) pairs
that all terminate in the same location. We see that our dueling
SF and the traditional SF both capture general geometric relation-
ships of the domain, as each have four large clusters of points (i.e.,
the rooms) and four distinct points in between those clusters (i.e.,
the bottlenecks). However, we see that the traditional SF learning
architecture does not satisfy the second expected outcome of an
SF representation, since it produces a noisy clustering that mixes
representations of (𝑠, 𝑎) pairs terminating in different states. In com-
parison, SNAC learns a smoother representation that more precisely
clusters (𝑠, 𝑎) pairs which terminate in the same state. Our results
suggest that this improved representation helps with optimizing a
hierarchical policy through improved value estimation.

4.2 Adversarial Grid-world
We also evaluate our algorithm in a more complex grid-world en-
vironment with dynamic adversaries, to demonstrate the effect of
our specialized split SF encoding. Here, we use an open-source
implementation of a grid-world version of Capture the Flag (CtF)
[24]. The grid-world map in CtF is divided into two territories with
two teams of agents, red and blue, competing to capture a flag in the
adversary territory. The two teams interact in a simulated combat
when two opposing agents come in close proximity. The combat
outcome is probabilistic and biased by the territory on which it
occurs, giving an advantage to the defending team. This interac-
tion creates a challenging complexity in the environment, as the
territory significantly affects interaction outcomes and future tra-
jectories. In our experiments, the adversary team is controlled by
a heuristic policy that patrols its own territory and occasionally
ventures into enemy territory to capture flags.

We focus on the CtF map shown in Figure 5, which contains
a large obstacle in the middle of the map that creates two key
defensive (offensive) choke points. We first analyze the sensitivity
of our specialized features 𝝓 to specific objects in the environment.
The activation patterns of four features of 𝝓 are plotted in Figure 4,
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Figure 5: (left) SNAC shows improved performance relative to baselines during training in a 1v2 CtF game, where one con-
trolled agent (A) competes against two adversarial enemies (E) to capture their flag (red star) while defending it’s own (blue
star). Bold line is the median, and shaded region is the 25-75 percentile [10 replicates]. (right) Two resultant options from
SNAC, shown in response to one enemy agent for simplicity. The coloring represents the relative value of the position, where
yellow indicates more value. The spatial-based option navigates to a specific spatial location, agnostic of the enemy position.
The object-based option is highly reactive to the enemy position; this specific option appears to be defensive, as it moves to
position the agent between the enemy and its own flag.

and show very different behaviors. Several object-based features,
𝝓𝑂 , show extreme sensitivity to enemy agents and only fire when in
close proximity to them, similar to a mouse’s sensitivity to moving
objects [34]. We also see that several features are activated when
on the adversary’s territory, a major factor affecting rewards in
CtF. Our spatial-based features, 𝝓𝑆 , behave similarly to boundary
cells [30] and place cells [31], firing next to walls and at specific
locations.

Figure 5 shows that SNAC significantly outperforms baselines in
a 1v2 game of CtF with respect to training speed and steady-state
performance. We expect these improvements are due to SNAC’s
ability to generate dynamic options that react to adversaries in the
environment, based on specialized features as shown in Figure 4,
as well as options that enable high-level and micro-level move-
ments due to PCA decomposition. Figure 5 visualizes corresponding
options generated by SNAC. We see that spatial options remain
similar to those presented in Figure 2, and are constant regardless
of the enemy’s position. However, as expected, our object-based
options show significant reactivity to dynamic attributes in the en-
vironment. For example, the option shown in Figure 5 resembles a

defensive behavior, as the agent navigates to position itself between
the adversary and its flag.

4.3 Adversarial Grid-world Ablation Study
We performed two ablation studies in the CtF environment to
demonstrate the impact of different SNAC components. The first
ablation in Figure 6 shows the performance of SNAC without PCA
and without the split feature encoding. We see that both model
variants perform worse than the full SNAC but still significantly
outperform baselines, suggesting these two components indepen-
dently improve performance and are constructively used together
in SNAC. This ablation also demonstrates the value of our feature
specialization, as “SNAC without PCA”, which is essentially SF
Eigenoptions with our split architecture, improves performance
over the standard SF Eigenoptions method. The second ablation
in Figure 6 shows the performance of alternative decomposition
methods when using our dueling SF architecture. We observe that
SNAC outperforms considered alternatives, while the dueling archi-
tecture has limited impact on the performance of SF Eigenoptions,
as the 25-75th percentile ranges overlap significantly. We also see



Figure 6: Ablation experiments performed in the 1v2 CtF game described in Figure 5. (left) Results from removing core compo-
nents of SNAC demonstrate that its components independently improve performance over baselines. We observe that SNAC
w/o PCA (i.e., SF Eigenoptions with a spit architecture) improves training speed and consistency over vanilla SF Eigenoptions,
but remains slower than SNAC. Additionally, SNAC w/o Split maintains faster learning than SF Eigenoptions, showing that a
PCA decomposition performs well even with reward-agnostic SFs. (right) Evaluating our SF dueling architecture with alterna-
tive decomposition techniques shows that cluster-based decompositions, like PCA and 𝑘-means, improve performance over
traditional eigendecompositions but do not have the intra-cluster movement options needed to handle dynamic enemies.
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Figure 7: Comparing performance in the Atari game Alien.
Both option generation methods significantly outperform
traditional RL in the first 5000 episodes, after which only
SNAC continues to show strong performance. However,
there is a performance plateau near the end of training,
likely due to limited exploration when learning the under-
lying SFs. State visitation during SF training is highlighted
on the right and shows less than half the map is visited.

that while 𝑘-means clustering [27] is outperformed by SNAC, it
does outperform other baselines, further supporting the notion
that cluster-based options better handle more complex, dynamic
environments than eigendecomposition.

4.4 Atari
We also tested our method in the Alien game from the open-source
Atari learning environment [6], which requires complex spatial
planning to win due to moving adversaries. We see in Figure 7 that
there are significant early performance gains during learning for
SNAC and SF Eigenoptions relative to vanilla PPO. However, only
SNAC maintains higher performance further into learning, while
SF Eigenoptions quickly plateaus. This plateauing is also seen in
our architecture (to a lesser extent) near the end of training, and
demonstrates the primary limitation of current SF methods: they
perform well on tightly constrained environments, like grid-worlds,

where it is reasonable to explore a majority of the states during
preliminary SF training. However, in larger environments such as
this one, the exploration of states distant from starting locations is
limited, leading to an inaccurate SF representation and options that
struggle to generalize to the rest of the environment. We highlight
the states explored during SF training in Figure 7, which shows that
over half of the environment is never explored during training. We
expect that implementations that better explore large action spaces
[13] will improve performance.

5 CONCLUSIONS
Successor features is a bioinspired framework that provides a strong
approach for predicting the underlying dynamics of an environ-
ment, which can be leveraged for decomposition of a complex
task into subtasks. In this work, we show that augmenting SF de-
composition with feature specialization and clustering, inspired
by cell specialization and clustering in the hippocampus, signif-
icantly improves learning performance and speed in benchmark
spatial planning tasks. More specifically, we empirically show that
the options learned by our approach, SNAC (Specialized Neurons
And Clustering Architecture), outperform baselines due to high
reactivity to dynamic objects such as adversaries, options that more
completely cover the task subspace, and smoother learning of SFs.

Regarding future work, our specialized encoding architecture
could be improved through creation of a more generalized architec-
ture to develop splits that better mimic that of the hippocampus.
Techniques could also be implemented to update and optimize
learned options over long horizons, similar to continual learning
in humans. However, the most pressing limitation of our approach
is the exploration limitation of current SF methods due to random
walk sampling, as seen in our Atari results.
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